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EMENTA

OBJETIVOS

Ementa de conteudo variavel.

Estudar técnicas e desafios de como elaborar e executar projetos de
sistemas de IA que sejam simultaneamente confidveis e socialmente
responsaveis. Capacitar estudantes a conceber e executar projetos
que integrem fundamentos técnicos, metodoldgicos e éticos no ciclo
completo de desenvolvimento de sistemas de IA, desde a concepgéo e
definicao de requisitos e a captacado de dados até a implementacao,
avaliacdo e monitoramento em contexto real. Promover compreenséo
critica e aplicacao pratica em projetos concretos de principios como
transparéncia, explicabilidade, robustez, seguranca, equidade,
privacidade e prestacdo de contas. Ao final do curso, espera-se que a
turma seja capaz de entender as principais abordagens e desafios para
projetar solugdes de IA alinhadas a marcos regulatérios, normas
técnicas e demandas sociais, avaliando riscos, impactos e
compensacdes.

Atencao: Esta disciplina aceita estudantes matriculados em qualquer
curso de pos-graduacéo, e os de graduagdo que tenham cumprido o
requisito formal de 60% do total de créditos ja cursados. Em ambos os
casos, ndo ha exigéncia de conhecimento prévio de programagao, mas
experiéncia com projetos tecnoldgicos € bem-vinda. A disciplina tem
um viés pratico, com avaliacdo baseada principalmente na concepgao
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BIBLIOGRAFIA
PRINCIPAL

e prova de conceito de um sistema de IA. Os projetos terdo tarefas
distribuidas por perfil (técnico, metodoldgico, design, especialista do
dominio, analise de impacto etc.).

Entre os tépicos a serem trabalhados na disciplina, encontram-se:
= Fundamentos de |A e Sistemas baseados em IA
=  Formulacdo de escopo e definicdo de requisitos
= Design de tecnologias e sistemas de |IA
= Ciclo devida de sistemas de |A
= Partes interessadas e analise sociotécnica
= Captacao, curadoria, conformidade e controle de dados
= Transparéncia, explicabilidade e interpretabilidade
= Robustez, seguranca e confiabilidade
= |Asocialmente responsavel
= Avaliacdo de impactos, riscos e compensacdes (trade-offs)
= Deteccao e mitigagao de viées em modelos de IA
= Monitoramento, auditoria e responsabilizagao

= |Aepistémica e governavel

A avaliagcdo na disciplina € composta por diferentes componentes,
incluindo ao menos:

1. Participacao ativa durante sessdes e seminarios da disciplina
2. Concepcao de um projeto de sistema baseado em IA
3. Desenvolvimento e teste de uma prova de conceito (TRL <= 3)

Os projetos serdo desenvolvidos em grupos, a serem montados
coletivamente nas primeiras semanas de aula, mas os componentes
irdo receber notas de maneira individual. Havera tarefas especificas
pensadas segundo as habilidades de cada integrante do grupo.
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